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Initial Thoughts
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Sports as Applied Research Settings
Sports provide a research setting very similar to other business
domains

Decision makers in sports face a variety of complex problems

Just like in many other contexts, we want to know what will
happen in the future
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Power of Models
Sports organizations employ teams of data scientists to build
predictive models

Forecasting is often the goal for these models

Leads to a view of models as 'prediction machines'

Teams and organizations are now more capable than ever of
predicting performance or outcomes
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Limits of Prediction Machines
But prediction machines are inherently limited

The limitations become apparent when we use models to address
questions about cause and e�ect

They will always struggle to generate estimates of debiased
causal e�ects
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Practitioners Need to Know More About
the Effects of Decisions

Coaches, support sta�, and front-o�ce sta� all make decisions
that generate consequences

Data scientists can help support making better decisions by
helping decision makers to understand the e�ects of their
decisions

Need to be able to help others make e�cient and productive
decisions
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Causal Inference as A Solution
By employing causal inference solutions, where appropriate,
sports data scientists can give more accurate guidance to others

But, experiments are often not feasible

Need to produce experience with design-based methods of
analysis
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Case Study 1
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Case Study 1: Mode of Travel Effects in
Cross Country?

The NCAA Championships in cross country are held at di�erent
venues year to year

The NCAA pays for teams' travel

For teams within 500 miles, covers the cost of driving

For teams over 500 miles away, covers the cost of �ying

Should teams consider spending limited budgets to cover the
additional cost of �ying?
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Case Study 1: The Available Data
Bijan Mazaheri's LACCTiC site provides standardized race times

Also includes predictions for what athletes should run

Has results for the 2019, 2021, and 2022 NCAA D3 Championships

Distances between schools and race courses estimated via
Google Maps's Distance Matrix API
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Case Study 1: The Usual Methods
The most common data science approach to answering this
question would be to build a regression model

Still a regression model even if we use fancier methods to
improve our estimates

Include the treatment variable and some controls

Perfectly �ne approach if we want to describe the relationship
between distance from the race course and performance
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Case Study 1: The Usual Methods
## # A tibble: 9 × 5
##   term                      estimate std.error statistic  p.value
##   <chr>                        <dbl>     <dbl>     <dbl>    <dbl>
## 1 (Intercept)              -0.240    0.0303       -7.90  8.80e-15
## 2 treat                     0.000934 0.00149       0.627 5.31e- 1
## 3 as.factor(race_year)2021  0.0118   0.00193       6.10  1.64e- 9
## 4 as.factor(race_year)2022  0.0282   0.00224      12.6   1.47e-33
## 5 yearSO                    0.00476  0.00391       1.22  2.24e- 1
## 6 yearJR                    0.00358  0.00392       0.912 3.62e- 1
## 7 yearSR                    0.00697  0.00394       1.77  7.71e- 2
## 8 yearGR                    0.0108   0.00421       2.56  1.07e- 2
## 9 lacctic_rating_2          0.000219 0.0000328     6.69  4.10e-11
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Case Study 1: The Usual Methods
## # A tibble: 9 × 5
##   term                      estimate std.error statistic     p.value
##   <chr>                        <dbl>     <dbl>     <dbl>       <dbl>
## 1 (Intercept)              -0.261    0.0562       -4.64  0.00000690 
## 2 treat                     0.00298  0.00272       1.10  0.274      
## 3 as.factor(race_year)2021  0.00227  0.00353       0.641 0.522      
## 4 as.factor(race_year)2022  0.0226   0.00422       5.35  0.000000288
## 5 yearSO                    0.00805  0.00589       1.37  0.174      
## 6 yearJR                    0.00176  0.00607       0.290 0.772      
## 7 yearSR                    0.00849  0.00587       1.45  0.150      
## 8 yearGR                    0.0114   0.00637       1.80  0.0742     
## 9 lacctic_rating_2          0.000250 0.0000621     4.02  0.0000874
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Case Study 1: The Usual Methods
This model is telling us that teams that are eligible to �y do not
gain a measurable bene�t over those that have to drive

How con�dent are we that all the back door paths have been
closed?

We could keep adding controls or use more advanced regression
techniques

The rabbit hole of complexity

Need to think about sources of bias, but also our ability to
communicate the results
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Case Study 1: A Causal Inference
Approach

But, we can also employ a design-based approach to solve this
problem!

We have a running variable in the distance variable with a natural
cuto�

Distance to the championship site has no real baring on whether
teams qualify, so we have a source of as-if randomness!

Do teams on either side of the cuto� perform di�erently?
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Case Study 1: RDD Set Up
This situation is really a regression discontinuity design!

We can leverage the as-if randomness around the cuto�

As long as there is balance/comparability between units on either
side of the cuto�, the di�erence we observe is attributable to
�ying vs. driving

Can use the rdrobust package in R to identify the best
bandwidth for our analysis and to generate estimates
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Case Study 1: RDD + Matching
RDD methods make strong assumptions about covariate balance

Including control variables can help meet this assumption

But, matching methods can improve this process
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Case Study 1: The RDD + Matching
Matching implemented between a mix of genetic and exact
matching

The matched dataset is then passed to the robust RDD process

Treatment ∼ Distance + Talent + Age + Course + Y ear
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Case Study 1: RDD + Matching
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Case Study 1: RDD + Matching
## Covariate-adjusted Sharp RD estimates using local polynomial regression.
## 
## Number of Obs.                  838
## BW type                      Manual
## Kernel                   Triangular
## VCE method                       NN
## 
## Number of Obs.                  272          566
## Eff. Number of Obs.              48           59
## Order est. (p)                    1            1
## Order bias  (q)                   2            2
## BW est. (h)                  81.000       81.000
## BW bias (b)                 153.000      153.000
## rho (h/b)                     0.529        0.529
## 
## =============================================================================
##         Method     Coef. Std. Err.         z     P>|z|      [ 95% C.I. ]       
## =============================================================================
##   Conventional     0.018     0.004     4.800     0.000     [0.011 , 0.025]     
## Bias-Corrected     0.020     0.004     5.359     0.000     [0.013 , 0.027]     
##         Robust     0.020     0.004     4.975     0.000     [0.012 , 0.028]     
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Case Study 1: Results
Teams that get to �y instead of drive do better!

We can also see that the farther teams have to drive the worst
they have to do

Teams that can a�ord to �y would gain a marginal bene�t from
doing so

But maybe not worth the additional expense?
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Final Thoughts
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Conclusions
Professional sports statistics relies heavily on regression methods

But, drawing causal conclusions from simple or advance
regression methods is statistically risky

More complex causal modeling is also plagued by obfuscation

Stakeholders have a hard time penetrating the methodological
black box
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Conclusions
Design-based methods should get more use by practioners

Design-based methods give practioners the ability estimate
debiased e�ects

Design-based methods re�ect simple processes

Design-based methods are generally easier to communicate to
stakeholders
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Case Study 2
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Case Study 2: Should Athletes Go Out
Faster than Target Pace?

Track and �eld athletes have a limited number of opportunities to
run fast times during the college season

Coaches are asked to submit a target time for their athletes

Coaches can enter faster times than their athletes have run

Should coaches enter overly aggressive entry times?
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Case Study 2: The Available Data
Collected data from the 2023 David Hemery Invitational at Boston
University

Considered only the 5000m run
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Case Study 2: The Usual Methods
Consider a proxy-treatment variable

First-half race pace

Does running faster in the �rst half of the race lead to running
faster for the whole race?

Can answer this with simple regression model
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Case Study 2: The Usual Methods
## # A tibble: 5 × 5
##   term                  estimate std.error statistic       p.value
##   <chr>                    <dbl>     <dbl>     <dbl>         <dbl>
## 1 (Intercept)          -0.0106     0.00303   -3.50   0.000572     
## 2 AgeJR                 0.00117    0.00365    0.321  0.749        
## 3 AgeSO                 0.00366    0.00365    1.00   0.316        
## 4 AgeSR                 0.000151   0.00362    0.0416 0.967        
## 5 rel_pace_halfway_pct -0.886      0.140     -6.35   0.00000000139
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Case Study 2: The Usual Methods
These results cannot get us away from the usual concerns with
observational causal inference

We have to worry about the common sources of bias

What haven't we measured here?
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Case Study 2: A Causal Inference
Approach

Are there sources of natural randomness that we can leverage?

Yes!

The cuto�s between heats are established independent of the
seed times

That is, the cuto� between heats creates comparable groups at
the bottom and top of back-to-back heats
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Case Study 2: RDD Set Up
In this set up, we can apply a multi-cutpoint RDD or we can
recenter all the cutpoints

The running variable is athletes' distance to the next cuto�

The cuto�s are the last times to get into each heat
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Case Study 2: RDD Set Up
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Case Study 2: RDD Set Up
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Case Study 2: RDD Set Up
## # A tibble: 3 × 7
##   term           estimate std.error statistic p.value conf.low conf.high
##   <chr>             <dbl>     <dbl>     <dbl>   <dbl>    <dbl>     <dbl>
## 1 Conventional     0.0367    0.0693     0.530   0.596  -0.0991     0.173
## 2 Bias-Corrected   0.0355    0.0693     0.512   0.608  -0.100      0.171
## 3 Robust           0.0355    0.0709     0.500   0.617  -0.104      0.175
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Case Study 2: Conclusion
No signi�cant e�ect of moving up a heat!

Moving up a heat does not seem to be associated with going out
too fast

But, there also does not seem to be a bene�t
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